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metric embedding: quality measures theory vs practice

metric embedding - . f .\I

For an input space X find a “nice” Y and f:X — Y with a small distance error

(worst-case) distortion is the smallest stretch « = 1 s.t. forall pairsu,v € X

dx(u,v) <c-dy(f(w),f(v)) < a-dx(u,v) (for some const. c>0)



quality measures

worst-case guarantee is too strong
for practical applications

Average distortion
multiplicative

dy(uw,v) dx(u,v)

dlstf (u,v) = max{ dx(w,v)’ dy(u,v)

. : 1/q
fgn)—dISl'(I? = (Eu,v ~n [diste(u, v)1 ])

Many heuristics optimizing these notions

theory vs practice

preserving most of the distances
will usually suffice

Average distortion
additive

error(u,v) = |dy(u,v) — dy(u, v)|

1/q
_ En[(error(u,v))q]>
Stressq(f) — ( En[(dx(u,v))q]

Few works with rigorous analysis



dimensionality reduction worst-case/average distortion

@ Goal  Given a finite Euclidean X and a targetdim. k = 1

compute f: X — % with the smallest worst-case /average distortion

[JL84] Projecting onto a random subspace of dim. k = O(logn /e?)

with const. prob. 1+ € worst-case distortion

[tight, LN17]

_ A
[Mat90] Projecting onto k= 1 dim. gives worst-case distortion O(nk )

[almost tight, Mat90]
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dimensionality reduction worst-case/average distortion

[BFN19] Projecting onto a random subspace
— 1 4
1+ ¢ multipl. average distortion % =0 (max{;,;})

O(e) additive average distortion k=0(q/e?)

This work The JL transform is optimal for average distortions

1 q
» multiplicative iy (max{e—z,; )

> additive k=Q(q/e?)




contribution multiplic. average distortion, q=1

Theorem

. There is a Euclidean space I such thatany f:I — £%
q:
with 1 + e multipl. average dist. must have k = Q(1/€?)

Proof. encoding/volume argument [LN17]
» construct a (large) family P of different pointsets
» [feach € P embeds with 1 + € average dist. into k dims

using f uniquely encode each I with (few) at most L(€, k) bits

volume argument: |P| < 2L(€0

log |P| < L(€, k)



constructing the family P

. 2
Each instance I in P 61 points in the unit ball in R?*

PI=(})" 2 22

0| =21 '
10| E standard basis VY [S5, ..., 55;] ys; can be recovered by

Vs, ©

(0, lf€l$S]

<ye.,e; >= <1
Ysjr €i — =ce othrws

Vi

log |P| < L(€, k)

212 < L(e, k)



encode [ with few bits . _ _
assume f:I — £5 with 1 + € average distortion

I[deally

> f preserves all distancesupto 1 + € all < f(ys), f(e;) > =<y e; >+ 0(€)

> images have 0/1 coordinates k bits fora pointinI
6lk Dbits for |

1 1
Volume argument 1.81% + 0 (l -klog (— - —)) > 21°

Reality

» f preserves a special subset of inner products enables to recover entire I

1 1 . . .
> images can be encoded with = K (0g (g ' ﬁ) bits  fora pointin I

1 1

1812+ 6 (1-klog - =

)) bits for I



structural lemma

o e{* ySl‘ ,fk.
00 ¢ © e’ NS‘Z‘ f 2
. / : average dist. r =20
821. yle‘

a special subset o— f(?) and all f(E,) C B (20) random shift to e- grid [AK17]

i » inner products up to +0(¢)
X\ const k
alarge (const. frac.) Y € Y > grid size = ( = )
€

for ally € Y there is a large (const. frac) E, < FE A

] (k log (E k)) bits for image
Ve€E, <f().f(e)>=<ye>+0(c)



conclusion

The JL transform is also optimal for average distortions

Thanks! Questions?



